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As engine manufacturers race to 
bridge the gap between current 
and future emissions and fuel 
economy regulations, a team of 

engineers at Southwest Research Institute 
(SwRI) has developed a new engine design 
that may quicken the pace.

The SwRI-developed Dedicated 
Exhaust Gas Recirculation (D-EGR™) gaso-
line engine is on average 10 percent more 
efficient than the next-best gasoline engine 
with certain operating conditions exceed-
ing a 30-percent improvement. The engine, 

conceived under the High Efficiency Dilute 
Gasoline Engine (HEDGE®) research con-
sortium managed by the Institute, is based 
on cooling and then re-circulating burned 
exhaust gases into the engine to improve the 
engine’s thermal efficiency (see “Clean and 
Cool,” Summer 2010 Technology Today). 
Dedicated EGR™ takes the technology a 
step further by using a subset of an engine’s 
cylinders to re-circulate exhaust gases to the 
others. Tests at SwRI have shown that the 
engine has fuel economy comparable to a 
diesel engine of similar displacement, but at 

Dedicated EGR offers superior efficiency, emissions

Powering the Way to 
Better Fuel Economy

less than two-thirds the cost and with lower 
smog-forming and particulate emissions. 

The cost-effective, high-efficiency, ultra-
low emissions D-EGR engine combines the 
efficiency improvements of recirculated 
exhaust gas with the combustion benefits of 
reformed fuel. The fuel reformation process 
occurs inside a power cylinder that is oper-
ated with excess fuel. Rich combustion leads 
to the formation of large amounts of hydrogen 
(H2) and carbon monoxide (CO), which are 
then recirculated to the engine. Since the 
fuel reformation occurs in a power-producing 
cylinder and all the combustion products are 
recirculated, the normal losses associated 
with fuel reformation in an external device 
are avoided. The synergy between cooled, 
recirculated exhaust gas and reformed fuel is 
at the crux of D-EGR technology. 

The recirculated exhaust gas helps par-
tially overcome engine limitations that have 
historically reduced spark-ignition engine effi-
ciency, such as thermal losses, pumping work 
losses and engine knock. At low EGR levels, 
increasing the EGR rate leads to increased 
efficiency. Eventually, however, the engine 
reaches a limit where efficiency no longer 
improves with additional EGR. The efficiency 
limiting mechanisms are associated with com-
bustion efficiency and flame speed. Recircu-
lated exhaust gas at high levels slows combus-
tion reaction rates, reducing knock but also 
reducing the flame speed. Slow flame speeds 
lead to unstable combustion, particularly at 
low power conditions. In a similar manner, 
the in-cylinder temperature reductions with 
cooled EGR that reduce heat transfer losses 
and improve efficiency also lead to a reduc-
tion in post-flame hydrocarbon oxidation rates 
and increased flame quench, which increases 
the emissions of unburned hydrocarbons and 
reduces combustion efficiency. 

Addressing these deficiencies in cooled 
EGR is where the fuel reformation aspect of 
D-EGR is important. The reformate, primarily 
consisting of H2 and CO, is recirculated with 
the rest of the exhaust gas. The combustion 
properties of the reformate mitigate some 
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SwRI’s high-efficiency D-EGR engine contains custom-designed airpath parts.
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of the drawbacks of cooled EGR alone. 
Reformate improves the engine’s tolerance 
of recirculated exhaust gas, primarily by 
increasing burn rates, leading to improved 
stability at high EGR levels. The reformate 
also has a very low minimum ignition 
energy, which means that it has a reduced 
quench distance and improved fuel oxi-
dation. This, in turn, leads to reduced 
emissions of unburned hydrocarbons 
and improved combustion efficiency. The 
combination of the two factors allows an 
engine with 25 percent dilution to operate 
with nearly the same com-
bustion efficiency and iden-
tical stability as the baseline, 
non-dilute engine, but with 
a significant efficiency 
improvement. 

 Because the air-fuel 
ratio differs among cylinders, 
D-EGR relies on a sophis-
ticated control system to 
maintain optimum efficiency 
across the engine’s combus-
tion spectrum and to ensure 
that all cylinders produce the 
same power. 

After exploring cooled 
EGR technology in the earli-
est phases of the HEDGE 
consortia, the latest phase 
has involved constructing a 
prototype D-EGR system in a 
modified four-cylinder engine 
to prove the performance 

gains indicated in earlier computer- 
generated analyses of D-EGR technology. 

Other benefits of reformate

In-cylinder fuel reforming is used to 
convert a fuel-rich mixture of air and gaso-
line into a gas stream containing high levels 
of reformate in the form of hydrogen and 
carbon monoxide along with burned gas 
containing carbon dioxide, water vapor and 
nitrogen. Combusting reformed fuel (or, in 
chemical terms, converting complex hydro-

carbons to a blend of hydrogen and 
carbon monoxide molecules) improves 
the efficiency and emissions of  
internal-combustion engines,  

especially in highly dilute spark-ignited 
engines. As mentioned above, reformate 
improves the combustion process by 
increasing flame speeds and enabling 
engine operation at higher dilution levels, 
creating more stable and complete  
combustion. 

In addition to improving on the 
limiting factors associated with cooled 
EGR, the nature of reformate means that 
the engine charge is improved in several 
fundamental ways. First, both H

2 and CO 
have very high octane ratings — both have 
research octane numbers greater than 

100 — and their presence in 
the fuel mixture increases the 
octane rating of the charge 
significantly. In a D-EGR 
engine, the knock response 
of the engine using regular-
grade (87 AKI) gasoline is 
the same as for the baseline 
engine using super-premium 
(greater than 93 AKI) gaso-
line, which enables opera-
tion at very high (>11:1)  
compression ratios with high 
efficiency, even at very high 
specific power levels. 
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The SwRI D-EGR development team (L to R):  
Principal Engineer Jess Gingrich,  
Principal Designer Douglas McKee,  
Assistant Director Dr. Terry Alger,  
Principal Engineer Mark Jones,   
Manager Christopher Chadwell and Research 
Engineer Raphael Gukelberger. Not shown are 
Research Engineer Jacob Zuehl and Research 
Technologist Roger Huron. All are within the 
Engine, Emissions and Vehicle Research Division.

A schematic drawing of a D-EGR 
layout shows the path of air flow 
through the engine. Recirculated 
exhaust is shown in yellow.
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In addition, since reformate is primar-
ily diatomic molecules, it has a high ratio 
of specific heats. Because the ultimate 
efficiency potential of the engine increases 
as the ratio of specific heats of the charge 
increases, the presence of reformate 
improves the efficiency potential of the 
engine by increasing the charge’s ratio of 
specific heats. The charge’s ratio of specific 
heats is a function of both composition and 
temperature. By combining the compo-
sition-changing impact of reformate with 
the cooler combustion temperatures from 
cooled EGR, the D-EGR engine operates at a 
much higher ratio of specific heats over the 
cycle, increasing the efficiency poten-
tial over either reformate or cooled 
EGR alone.

By improving the tolerance for 
dilution, D-EGR engines can run 
higher levels of recirculated exhaust 
gas and further reduce losses typically 
associated with throttled stoichio-
metric engines, which account for 
virtually all modern gasoline engines. 
Dedicating a cylinder to reformate 
production also ensures that while 
the dedicated cylinder runs with 
excess fuel, the rest of the engine can 
operate at stoichiometric air-fuel ratios 
(meaning the combination of air and fuel 
that results in complete combustion) and 
use the current, high-efficiency and low-
cost aftertreatment available for automotive 
applications. The result is an engine design 
that has demonstrated very high engine 

efficiency with very low associated cost, 
delivering real-world engine efficiencies 
greater than 42 percent along with ultra-low 
emissions.

Reforming low-quality fuels

Historically, engines have been designed 
to operate within fairly narrow fuel quality 
parameters, any deviation from which might 
significantly limit engine efficiency. For 
example, some modern, high-performance 

engines require premium gasoline. 
However, the SwRI team discovered that 
D-EGR engines can operate on very low-
quality fuels, whether liquid or gaseous, 
by reforming a portion of the fuel inter-
nally and thus improving its effective 
quality. By modulating the amount of 
in-cylinder fuel reformation, the D-EGR 
power plant in effect provides “octane 
on demand.” With marketplace fuel costs 
generally directly proportional to quality, 
the lower the quality of fuel the engine 
can burn, the greater in-use cost benefit 
D-EGR can provide. 

Superior emissions

Because nearly all the hazardous 
emissions of a modern engine are released 
before the catalyst becomes active, the 
combination of EGR and reformate, plus the 
ability of reformate to accelerate catalyst 
light-off, creates the potential for ultra-low 
emissions. Recent tests at SwRI indicate that 
cooled EGR reduces the emissions of partic-
ulates from gasoline engines. When D-EGR 
is employed, the particulate emissions are 
reduced even further from the cooled EGR 
baseline, indicating that it may be possible 
to meet future particulate emissions  
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A fuel consumption comparison shows the relative performance parameters of a 
D-EGR engine and a modern diesel. (BSFC = brake specific fuel consumption, a 
measure of how much fuel is required to achieve a given power level.)

This CAD model of the D-EGR 
engine shows the unique 
parts required to accomplish 
D-EGR operation.
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standards without a costly 
particulate filter.

Torque is not necessarily 
compromised with D-EGR, 
because a turbocharger 
can be scaled and added to 
the engine to meet vehicle 
requirements. However, 
adding a turbocharger and 
other D-EGR components 
does increase costs, as does 
the requirement for higher 
cylinder pressures due to 
high compression ratios 
and improved combustion 
phasing. On the other hand, D-EGR may 
enable some potential cost-saving changes 
to engine architectures. Potentially, D-EGR 
eliminates the need for costly technologies 
such as a gasoline direct injection (GDI) 
fuel system because the EGR system, and 
the reformate that a dedicated EGR cylin-
der produces, both suppress knock to a far 
greater degree than the GDI system does. 
D-EGR also reduces the requirement for 
cam phasers to improve efficiency because 
it achieves part-load efficiency through  
dilution and in-cylinder fuel reformation. 

D-EGR hardware and control

The D-EGR engine uses conventional 
low-cost and durable automotive compo-
nents in a unique way to yield an elegant 
solution for high-efficiency engines.  This 
technology uses cooled EGR and reformed 
fuel without requiring the hardware com-
plexity and cost typically associated with 
such systems. The control system, integral 
to the product’s high efficiency, is the final 
piece of this technology. The control system 
actively determines the amount of fuel that 
must be reformed to achieve best efficiency. 
In a transient environment, it can adapt the 
fueling rate independently for each cylinder. 
In addition to fueling, the controller adjusts 
ignition timing based on the reformate level 
to ensure optimal combustion phasing in 
each cylinder on a cycle-by-cycle basis. 
Finally, the control algorithms monitor the 
actual dilution in the system and continu-
ally adjust the airflow through the dedicated 
cylinder to maintain misfire-free operation 
in a transient environment. A sophisticated 

electronic control system enables the 
benefits of the technology to be realized 
in real-world conditions on a variety of 
platforms. 

Non-automotive applications

While a Dedicated EGR engine’s 
primary intended application is as either 
the sole powerplant for a vehicle or as part 
of a hybrid system, there are several other 
potential applications. In non-automotive 
applications, the engine can be used to 
generate electricity, pump fluids or power 
industrial machinery. In such applications, 
the D-EGR engine can produce more 
mechanical power per fuel input than 
other engines in its class, with potentially 
higher torque and power than a small, 
off-road certified diesel. This best-in-class 
efficiency is coupled with the capability 
to operate with super-ultra-low emissions 
(SULEV) using a conventional three-way 
catalyst aftertreatment system. As modern, 
emissions-compliant diesel engines have 
significantly increased in cost, the spark-
ignition D-EGR engine for off-road or  
stationary applications also provides a  
significant cost reduction.

The engine can also be configured to 
produce high-quality heat for co-genera- 
tion or combined heat and power (CHP) 
applications for large natural gas engines. 
Because the recirculated exhaust gas is 
cooled prior to introduction to the induc-

tion system, the heat extracted from this 
circuit can be coupled with exhaust heat 
to produce steam or preheat a subsequent 
power generating system. Conventional 
CHP systems that use lean-burn natural gas 
engines require emission control technolo-
gies that are more costly and less efficient 
than a three-way catalyst system. Also, 
lean-burn emissions control systems have 
a limited thermal operating range, which 
limits the thermal energy available for 
co-generation. D-EGR is less restricted by 
aftertreatment systems and can therefore 
increase the total energy recovered by a 
co-generation system.

Future development and applications

A major commercial automotive man-
ufacturer has announced a D-EGR engine 
using HEDGE-developed technology for 
production in 2018 and several pre- 
development efforts with other companies 
are in progress. The HEDGE-III consortium 
will also continue work on the D-EGR 
concept, investigating additional ways of 
improving efficiency in the system. In addi-
tion, an internally funded research project 
is under way at SwRI to build a demonstra-
tion vehicle for D-EGR technology based 
on a 2012-model sedan platform.

Questions about this article?  
Contact Alger at (210) 522-5505 or  
talger@swri.org 
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An SwRI technician installs the D-EGR engine in a demonstration vehicle.
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The two highest science priori-
ties for planetary exploration are 
searching for life and understan-
ding our place in the history of 

planetary evolution.  Straightforward as 
these goals may appear, however, they 
are anything but simple. Identifying life 
has proven to be complicated, requiring 
a wide range of laboratory techniques to 
identify the signatures of living or fossi-
lized organisms. Furthermore, under-
standing the history of the scarred and 
cratered surfaces of other planets has 

been hindered by the difficult and time-
consuming laboratory measurements 
required for radiometric dating. Worse, 
surface samples from bodies other than 
the Moon have yet to be brought home 
to Earth for study, due to difficulty and 
cost. In fact, the analytical challenges 
alone were considered so daunting that 
it was commonly assumed that samples 
must be returned to Earth for analysis. 
Besides costing much more than in-situ 
measurement, there is also the risk 
that some samples may prove to have 
been of little value once they have been 

analyzed. After all, how does one choose 
which few, thimble-sized samples to 
bring back to Earth to represent a whole 
planet?

All of this is about to change. A 
team of scientists from Southwest 
Research Institute (SwRI) is nearing 
completion of an instrument that can fit 
onboard a spacecraft rover to triage rock 
samples with a quick search for organic 
molecules — the building blocks of life 
— and also provide radiometric dates 
of samples before they are selected for 
return to Earth for detailed study. This 

An SwRI-developed geo-
chronometer measures 
the age of rocks on the 
Moon and other planets 
without need to return 
samples to Earth  

Planetary 
Time  
Machine

By F. Scott Anderson, Ph.D.

Dr. F. Scott Anderson is a principal 
scientist in the Planetary Science 
Directorate of  SwRI’s Space Science 
and Engineering Division. He is a 
planetary geologist interested in the 
geology, geophysics and chronology 
of planetary bodies, including 
Mars, the Moon and Venus. 
The main focus of his research 
is understanding the isotopic 
abundance of minerals and rocks 
using laser desorption resonance 
ionization mass spectrometry.

D019149
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development comes in 
the nick of time because 
NASA is expected to 
solicit instrument ideas 
for a 2020 rover mission to 
Mars sometime this fall, 
with additional calls for 
dating the oldest impact 
basin on the Moon in 
approximately 2015.

The SwRI-developed 
instrument uses laser 
desorption resonance ionization mass 
spectrometry (LDRIMS) to date rock 
samples by measuring the relationship 
between certain isotopes of the elements 
rubidium (Rb) and strontium (Sr), plus 
it has a laser desorption-secondary 
ionization mass spectrometry (L2MS) 
capability for measuring elemental 
and organic chemistry. The SwRI team 
built a bench-top prototype that has 
produced dates for terrestrial samples 
in as little as eight hours compared to 
many months required for traditional 
laboratory techniques. A second-genera-
tion, portable instrument for field use is 
testing organic analysis protocols using 
the secondary L2MS capability. The goal 
is to provide organic and dating measure-
ments in a fast, portable package for use 
by both robotic and human missions to 
the Moon and Mars.

An opportune time

Every 10 years, the National Academy 
of Science solicits ideas from the plane-
tary science community for a planning 
document for NASA called the Decadal 
Survey. The most recent National 
Research Council Decadal Survey for the 
Moon proposed a sample-return mission 
to improve our knowledge of the age of 
the lunar surface. 

For Mars, the survey proposed a 
three-mission plan to cache and return 
samples from the surface, 
known as Mars Sample 
Return (MSR), at a total 
cost of approximately $11 
billion, extending into 
2020 and beyond. Primary 

science goals 
are the search 
for organics and 
life, and as with the 
Moon, con- 
straining the surface 
age of Mars, while collate-
rally (but not insignificantly) 
refining the evolutionary history of 
every rocky planet in the solar system. 
The Decadal Survey concluded that 
these goals would best be achieved by 
instrumentation and analysis techniques 
available only on Earth. 

Amid shrinking federal budgets, 
NASA last December made a surprising 
announcement of a new Mars flight 
opportunity for 2020. A Mars 2020 Rover 
Science Definition Team was formed, with 
a charter that supports caching samples 
in the search for organics and life, to be 
placed in geologic context according to 
both age and chemistry.

Organics on Mars

Two decades of research on terre-
strial life, plus largely discredited 
bio-signatures in the Martian meteorite 

ALH84001, have shown that a single, 
easily measured definition for life is 
elusive. However, there is consensus 
that organic compounds are the building 
blocks of living organisms. If found in 
a sample from the surface of another 
planet they would represent a high-
priority target for return and additional 
analysis.  

Unfortunately, the solar system is 
filled with abiotic sources of organic 
materials, including meteorites that 
rain down on Mars and other planets. 
A key question is how to distinguish 
potential native Martian organics from 
the abundant abiotic organics found in 
meteorites throughout the solar system. 
Despite the prediction of abundant 

A first-generation bench-top version 
of the laser desorption resonance 

ionization mass spectrometer 
(LDRIMS) was developed in an 

SwRI laboratory in Boulder, Colo. 
It comprises a desorption laser (1), 
resonance ionization lasers (2) and  

a mass spectrometer (3).

In this schematic chart, 
a laser vaporizes a small 
sample of the target rock, 
and wavelength-tuned lasers 
excite electronic states of 
neutral strontium, which are 
then extracted into the mass 
spectrometer. Microseconds 
later, a corresponding process 
occurs for rubidium, which 
follows behind the strontium 
in time, allowing it to be 
measured independently.

D019159
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organic infall from meteors and the observed 
presence of meteorites on the surface of 
Mars by the Mars rovers, no native organic 
signatures have yet been found, despite the 
presence of instruments like the gas chromato-
graphy mass spectrometers aboard the Viking 
and Mars Science 
Laboratory spacecraft. 
One hypothesized 
explanation is that 
organic compounds are 
rapidly broken down 
on the surface of Mars 
by the highly oxidizing 
surface environment. 
Nonetheless, given that 
organic signatures on 
Mars are hard to find, 
thus hindering in-situ 
analysis and identifica-
tion, it is very likely that 
the mere detection of 
an organic compound 
in a Mars sample would 
justify its inclusion in a 
sample-return cache.

Surface dating on the 
Moon and Mars

In-situ geochro-
nology measurements 
are important because 
current estimates 
of surface age, and 
hence surface history, are derived from crater 
counting, in which one assumes that older 
surfaces have both bigger and more craters 
while younger surfaces have relatively smaller 
and fewer craters. For the Moon, these 
estimates have been calibrated by the radio-
metric dating of rocks brought back to Earth 
by the Apollo astronauts. No samples have 
yet been returned from a known region of 
Mars that can be used to directly calibrate the 
ages derived from crater counts, so we are 
forced to extrapolate estimates of the impact 
rate for the Moon to Mars. However, even 
for the Moon there are uncertainties in the 
duration and timing of the period of heaviest 
bombardment of asteroids and comets, while 
no timing constraints exist for the period 
from 1 billion to 3.5 billion years ago. Worse 
yet, cratering rate estimates from the most 
recent era are non-unique. Improving our 
knowledge of the age of the lunar surfaces 
has proven to be so pressing a goal that the 
Decadal Survey lists missions to return lunar 
samples as a top priority.

For Mars studies, the ratio of impact rates 
between the Red Planet and the Moon is uncer-
tain, leading to wide variances in determining 
the age of surface features. This is complicated 
further by the Moon’s own impact modeling 

uncertainties, leading the Decadal Survey to 
support the development of future instruments 
with a focus on the most important in-situ measure-
ments, including in-situ geochronology experi-
ments [National Research Council, 2012]. 

Rocky bodies throughout the solar system, 
including Mars, 
the Moon, Venus, 
Mercury and Earth 
itself, would similarly 
benefit from new 
measurements. These 
constraints could 
dramatically improve 
our understanding 
of solar-system-wide 
bombardment history, 
and thus of the relati-
onship between the 
end of the heaviest 
bombardment and the 
rise of life. 

Radiometric dating of 
rocks

Radiometric 
dating is based on 
the observation that 
radioactive isotopes 
decay into a differ-

ent isotope over fixed 
periods of time, so that 
the age of a rock sample 
can be measured by 

comparing the abundance of each isotope. For 
example, half of the 87Rb in a mineral will decay 
into 87Sr over 48.8 billion years. Since the solar 
system itself is only about 4.5 billion years old, 
one can calculate that only about 6 percent of 87Rb 
will have decayed to 87Sr in even the oldest rocks. 
Modern mass spectrometers are very sensitive and 
can easily measure the abundance of Rb and Sr to 
better than 0.002 percent, producing dates as young 
as about 1 million years. The LDRIMS measurement 
focuses on the Rb-Sr system because it has been 
used for reliably dating a wide range of terrestrial 
and lunar samples, as well as Martian meteo-
rites, and Rb and Sr are present in relatively high 
abundances in most rocks, making them easy to 
measure [Faure, 1986]. 

 What makes Rb-Sr dating difficult is that 
87Rb and 87Sr have very nearly the same mass, so a 
mass spectrometer alone cannot tell them apart. 
The traditional technique is to crush the sample, 
separate the minerals by hand under a microscope, 
leach the Rb and Sr from each mineral powder in 
acid, and use liquid chromatography to separate 
the Rb and Sr. The separates are then plated onto 
filaments for each element and mineral, and only 
then are they measured in a mass spectrometer. 
Obviously, chemical separation techniques for 
87Rb-87Sr are unsuitable for in-situ planetary explo-
ration due to this complexity, as well as its need for 

This isochron of a granite sample measured with 
LDRIMS-1 compares aging data derived by LDRIMS 
(red line) with traditional aging methods (blue line). 
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large mass, volume and power 
to perform the analysis. 

Technology of tomorrow, 
today

The SwRI geochrono-
meter uses a technique for 
dating called resonance 
ionization, which eliminates 
the need for chemical separa-
tion of 87Rb from 87Sr. In this 
method, a laser vaporizes a 
small sample of the target 
rock, generating  greater than 
99.9 percent neutral atoms; 
then wavelength-tuned lasers 
are used to resonantly excite 
electronic states of neutral 
strontium, and the resulting 
excited atoms are photo- 
ionized. The strontium is then extracted 
into the mass spectrometer. This process 
is followed a couple of microseconds 
later by a similar process for rubidium, 
which, although it has isotopes of the 
same mass, is separated from the stron-
tium in time. The mass spectrometer 
thus measures the rubidium indepen-
dently, which eliminates mass interfe-
rences and ensures that the measured 
atoms came from the same ablation 
event and hence the same mineral. This 
method enables good estimates of Rb 
and Sr, and hence of the time that has 
passed since the rock’s formation. 

For organics, the SwRI instrument 
employs a subset of the lasers used for 
dating to ablate neutral atoms from the 
sample and then ionizes them with a 
deep-ultraviolet laser.

Results

The first-generation, bench-top 
LDRIMS-1 system has demonstrated 
a sensitivity to 300 parts per trillion, 
which is more than sufficient for 
dating. It typically obtains isotope ratio 
precisions of ±0.3 to ±0.1 percent in 
3,000 ablations of one spot on a sample 
in about three minutes. It measures 
100 to 300 spots in a raster pattern, 
sampling a range of different minerals, 
and thus their rubidium-strontium 
ratios. The LDRIMS-1 has been tested 
on samples of Boulder Creek Granite 
from Elephant Butte, Colo. Traditional 
measurements, and the SwRI team’s 
own preliminary micro-drill thermal 
ionization mass spectrometry (TIMS) 
measurements of individual minerals, 
are consistent with an age of 1.7 billion 
years ±40 million years. 

To obtain an LDRIMS-1 date of the 
sample, the team measured hundreds 
of spots with approximately 300 micron 
(μm) spacing, producing microscopic 
pits about 75 μm wide and 0.5 μm deep. 
Traditional analyses can take one to six 
months to measure enough spots to 
generate an age estimate, compared to 
the LDRIMS-1 data for which hundreds 
of points were collected in less than 
4.5 hours with no sample preparation. 
Assuming 300 spot measurements and 
3,000 shots, approximately 1 million shots 
are required per date; the LDRIMS diode 
laser design typically produces billions of 
shots, allowing for 1,000 or more dating 
measurements.

Repeat measurement runs were 
carried out over six months to address 
subtle issues in software automation and 
laser reliability. The results were well 
within the age measured using TIMS 
techniques and had a precision and 
accuracy exceeding that called for by 
NASA (±200 Ma).

The second-generation LDRIMS-2 
system is under development. The 
control electronics, mass spectro-
meter, miniature desorption laser and 
software are functioning, while the 
miniature strontium resonance laser 
system is undergoing final tuning and 
the rubidium laser system 
has been selected for rapid 
development by NASA. 

The SwRI team has 
already been able to demon-
strate laser ablation mass 
spectrometry (LAMS) and 
laser desorption secon-
dary ionization mass 
spectrometry (L2MS) using 
LDRIMS-2. LAMS uses 
high-power laser ablation 

to directly create ions 
to characterize a sample, 
while L2MS uses a second, 
high-intensity laser beam 
to ionize neutral atoms 
removed from the sample 
by laser desorption. Both 
techniques are subsets 

of the full LDRIMS capability, requiring 
software timing control similar to LDRIMS. 
Advantages of LAMS include the measure-
ment of a wide array of elements, while 
L2MS is one of the most sensitive organic 
detection methods available. Demonstrating 
these techniques is an important part of the 
LDRIMS science strategy, as measurements 
of geochemistry and organics can provide 
insight into habitability and identify  
potential biomarkers.

The future

The SwRI team is working to prepare 
the instrument and techniques described 
here for a Mars 2020 Rover proposal. To 
that end, they are dating more samples, 
expanding the suite of organics measure-
ments, preparing to take data in the field, 
and working with development partners 
to miniaturize the instrument to a 1 cubic-
foot box. The team seeks to enhance the 
characterization of landing sites on Mars 
by providing in-situ triage of potential 
samples for Earth return, improving the 
odds of returning relevant samples, and 
enhancing near-term science return.

Questions about this article?  
Contact Anderson at (303) 546-9670 or  
anderson@boulder.swri.org. 
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The LDRIMS-1 measured 
hundreds of spots on a 
granite sample, shown here 
by a group of colored dots, 
spaced 300 microns apart 
and producing microscopic 
pits about 75 microns wide 
and 0.5 micron deep.
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Accurate measurement of any fluid 
commodity is important because 
at some point money will change 
hands based on the quantity mea-

sured. In the oil and gas industry, the value 
and quantity of the products exchanged are 
enormous. According to the Energy Informa-
tion Agency, natural gas production in the 
United States alone is more than 80 billion 
cubic feet per day.  

Although fluid quantity measure-
ment can be as simple as determining the 
height of a liquid in a cylindrical tank, gas 

measurements typically involve measuring 
flowing fluid quantity as a function of time 
to compute a total quantity. For decades, the 
most common flow meter in industrial oper-
ations was the orifice meter, which uses a 
plate with a hole smaller than the pipe dia-
meter to create a differential pressure that is 
measured and used to compute the 
flow rate. Numerous other types 
of flow meters rely on measuring 
differential pressure or the rotation 
speed of a turbine wheel, or more 
recently, the measure of the transit 

time of ultrasonic energy as it crosses the 
flow stream. These meters do not directly 
measure the mass flow rate of the fluid, but 
must rely on additional physical measure-
ments and fluid property correlations to 
determine the total mass (or “standard” 
volume) of fluid that is used for monetary 
transactions. This limitation has led the 
natural gas industry to show new interest in 
Coriolis flow meters because of their ability 
to determine more directly the mass flow 
rate of a fluid.

A New Use for an   Old Standby

SwRI researchers are testing Coriolis flow 
meters for natural gas industry applications

As the drive system vibrates the flow tube, the U-tube configuration creates a 
difference in the direction of the Coriolis forces from the tube inlet to the tube 

outlet, creating a twist in the flow tube that is measured as a phase difference. By 
using two tubes in parallel, the meter can be balanced.
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By Terry Grimley
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The conceptual basis for Coriolis 
meters is not new. A paper published in 
1835 by French engineer Gaspard-Gustave 
de Coriolis discussed forces that exist in a 
rotating frame of reference. One component 
of these forces eventually became known as 
the Coriolis force. 

The first patents for the concept of a 
Coriolis flow meter were filed in the 1950s, 
and by the 1970s they were commercially 
introduced for use with liquids and other 
fluids. However, it wasn’t until the 1990s 

that developments in 
digital electronics made 
it possible for Coriolis 

meters to function properly in natural gas 
applications. Digital electronics provide 
the increased sensitivity needed to measure 
the signals produced as a result of gas mass 
flow rates which are a fraction of that for 
liquid flowing through the same size flow 
tube. Today, partially based on research by 
Southwest Research Institute (SwRI) engi-
neers at the Institute’s Metering Research 
Facility (MRF), Coriolis meters are gaining 
wide acceptance within the natural gas 
industry.  

How they work

Coriolis flow meters rely 
on the inertial force imparted 
on a flow tube that results from 
electromechanically oscilla-
ting the flow tube at its natural 
frequency. Using a U-shaped 
tube for the flow path, the 
Coriolis forces act in opposite 
directions at the inlet and outlet 

of the flow tube, causing the tube to twist 
slightly. Sensors located near each end of 
the tube measure the twist via a change in 
the phase relationship of the tube motion. 
The measured time shift is proportional to 
the mass flow through the sensor. That mea-
surement is independent of the type of fluid 
flowing through the meter tubes. In addi-
tion, the change in the natural frequency 
of the tube/fluid combination can be used 
to measure the fluid density. For natural 
gas measurements, the resulting frequency 
shift typically is not sufficient to provide 
accurate gas density measurement. Instead, 
the tube frequency becomes a diagnostic 

A New Use for an   Old Standby

A top view of a dual-tube Coriolis meter 
shows an exaggerated twist in the flow 
tubes resulting from the Coriolis force  
generated by flow through the tubes in  
combination with the electromechanically 
driven tube vibration. When there is no flow, 
the tubes vibrate without being twisted.Flow

Coriolis ForceDrive Force
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Terry Grimley is manager of the 
Flow Measurement Section in the 
Fluids Engineering Department of 
SwRI’s Mechanical Engineering 
Division. Grimley, whose speci-
alties include heat transfer, fluid 
mechanics and two-phase flow, 
oversees operation of SwRI’s 
Metering Research Facility.

The flow capacity of a Coriolis meter 
allows it to be installed in line sizes 
larger than the actual meter size. Here 
a 3-inch diameter meter is being tested 
downstream of a 6-inch diameter valve, 
filter and reducer; this installation is 
typical of a field installation.
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measurement for the operational condition 
of the meter.

Early testing of Coriolis flow meters at 
SwRI identified stability issues related to  
flow noise (turbulence and other velocity 
perturbations), which is inherent in any 
fluid flow but can be more significant in 
Coriolis flow meters because the flow noise 
can cause a meter response of a magnitude 
similar to the induced Coriolis force. Meter 
manufacturers overcame these problems 
by using the increased signal processing 
power in the meters’ electronics. Additional 
research to characterize the performance 
of meters from multiple manufacturers in a 
variety of piping configurations and over a 
wide range of operating conditions provided 
some of the base performance data that 
the industry needed to develop a gener-
ally accepted recommended practice for 

Coriolis meters. The American Gas Associa-
tion (AGA) first published Report Number 
11, “Measurement of Natural Gas by Cori-
olis Meters,” in 2003. It was revised earlier 
this year to reflect the evolution of Coriolis 
technology for natural gas applications.

Advantages of Coriolis meters

Most non-Coriolis flow meters require 
that a significant length of straight pipe be 
installed upstream and downstream from 
the meter to assure non-turbulent flow. 
Costs associated with installing this piping, 
or to install flow conditioners — devices 
placed in the flow path upstream of the 
meter that reduce the minimum length of 
straight pipe required — can be a large 
percentage of the overall cost of a meter 
station. Most Coriolis flow meters do not 

This high-pressure 8-inch-diameter Coriolis meter has capacity sufficient to allow it to be 
used in many gas transmission pipeline applications. The elimination of secondary  

instrumentation and surrounding piping requirements can make the installation  
cost-competitive with other measurement technologies.

The Metering Research Facility at SwRI consists of two separate closed-loop natural gas flow loops used for flow measurement research 
projects as well as flow meter calibration. The flow loops allow the simulation of end-use operating conditions because of the ability to set 
and control the pressure, temperature and flow rate. The reference flow rate uncertainty is roughly 0.25 percent, and the repeatability is 
considerably lower, making the facility well-suited for performing meter calibrations and for studying the subtle changes in meter perfor-
mance resulting from changes in the meter installation configuration, operating conditions and other parameters. The MRF was originally 
built in the early 1990s through an industry project sponsored by the Gas Research Institute (now the Gas Technology Institute) and was 
later purchased by SwRI. The facility has been providing flow measurement research and flow meter calibrations for more than 20 years.
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To prove insensitivity to adverse 
effects related to the upstream and 
downstream piping configuration, this 
3-inch meter is installed downstream 
of a 6-inch by 3-inch diameter reducer 
and two 6-inch diameter elbows that 
are oriented such that they generate 
flow swirl at the meter inlet.

require this, making 
them an attractive 
cost-saving option.

Coriolis meters 
also do not re- 
quire high-accuracy 
auxiliary pressure, 
temperature and 
flow stream com-
position measure-
ments. While they 
must compensate 
for changes in tube 
stiffness resulting 
from changes in flow 
stream temperature 
and pressure, the 
accuracy require-

ments of those measurements are signifi-
cantly lower than for volumetric-type flow 
measurement devices. Coriolis meters have 
internal temperature sensors that assess the 
tube temperature for the purpose of com-
pensation. Depending on the meter size, 
the effect of flow-stream pressure can range 
from insignificant for small meters (2-inch 
diameter) to 0.1 percent per 100 psi change 
in line pressure for larger meters (8-inch dia-
meter). Eliminating auxiliary measurements 
not only reduces the initial facility cost, but 
more importantly it also eliminates the num-
ber of auxiliary devices requiring periodic 
maintenance and calibration. 

The main limitation of Coriolis flow 
meters is the pressure drop required to 
reach the manufacturer-specified flow capa-
city, so the meters must be installed where 
this is not an issue. Even with multiple 
flow tubes, the total flow area of a Coriolis 
meter is normally much smaller than the 
flow area of the surrounding pipe. Reducing 
the flow area provides increased velocity 
in the meter’s flow tubes that improves 
measurement sensitivity, but this also 
creates a pressure drop greater than other 
flow measurement methods because of the 
combination of increased velocity and the 
bent-tube geometry.

For a commercial client, SwRI  
researchers used the MRF to assess the per-
formance of a meter installed downstream 
of some common field elements, such as 

filters, valves and elbows. The results allowed 
the company to develop standard installation 
practices, determine practical capacity limits 
and generate calibration requirements for 
installing Coriolis meter technology.

Evaluating the dynamics of larger meters

Until a few years ago, Coriolis meters for 
natural gas applications typically were limited 
to relatively small line diameters, generally 
less than 4 inches. Recently, however, the 
industry has introduced meters with flange 
diameters of 8 inches and larger based on 
better understanding of the fluid dynamics 
associated with Coriolis flow meters and the 
availability of the high-energy magnets used 
in the meters. As larger meters were being 
developed, the MRF served as a test bed for 
both manufacturers and end-users of Coriolis 
meters. 

Verifying the accuracy performance of 
larger Coriolis flow meters is of particular  
interest to end-users, because even a small 
margin of error can translate into large  
amounts of money. For example, a 0.1-percent 
error in an 8-inch diameter Coriolis meter 
operating at 50-percent capacity with natural 
gas at a line pressure of 1,000 psia equals 
about $200,000 per year (assuming gas costs 
of $4 per thousand standard cubic feet).

Other applications 

Besides natural gas, Coriolis flow 
meters are also commonly used to 
measure supercritical ethylene, which 
has a significantly higher monetary value 
than natural gas. Ethylene, one of the 
highest-volume chemicals produced, is 
primarily used for producing plastics. 
It is commonly stored at a pressure and 
temperature beyond the boundary where 
a fluid behaves as strictly a gas or a liquid. 
While orifice meters are commonly used 
for this application, Coriolis flow meters 
provide a less expensive system with more 
accurate measurement. Flow testing with 
natural gas can be used to verify the flow 
meter’s performance at pressures similar 
to those common in supercritical ethylene 
applications. 

Whether for the natural gas industry 
or other markets, SwRI will continue to 
help its clients further this important mete-
ring technology.

Questions about this article?  
Contact Grimley at (210) 522-2353 or  
terry.grimley@swri.org.
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One of the earliest 
robotic manipula-
tors was developed 
in the late 1950s and 

deployed on a General Motors 
automotive assembly line in 1961. 
The robot, called Unimate, han-
dled hot, die-cast parts that were 
potentially dangerous to workers. 
Although robots like Unimate did 
not fulfill the human-like depic-
tions of mid-20th Century science-
fiction robots, they were steadily 
adopted by manufacturers for jobs 
such as spot welding or painting 
automobile bodies.

Industrial robot capabilities 
have continued to advance in 
areas such as payload, accuracy 
and speed. Today’s robotic arms 
can pick up complete truck bodies 
or emplace minute electronic com-
ponents, and they can package 
goods much faster than a human. Despite all 
these advancements, however, robots have 
barely ventured beyond the repetitive tasks 
of the factory floor. 

Unlike the futuristic expectations of 
the 1950s, people still have limited expo-
sure to robots in their daily lives, and even 
the robots in manufacturing environments 
typically are relegated to simple, repetitive 
and highly structured tasks. Why is this?  
Shouldn’t there be a market for a robot that 
is able to fold our laundry or perform our 
mundane daily work tasks?

Engineers at Southwest Research 
Institute (SwRI) are developing technologies 
to overcome some of the historical limita-
tions in the use of automation for complex 
industrial tasks. Through internal research 
and client-funded projects, SwRI teams are 

SwRI-developed technologies 
are guiding the future of 
automation in industry

By Clay Flannigan

Robots at Work

giving robots greater intelligence, more  
flexibility and greater ability to work  
collaboratively with humans. 

Perception and planning

Traditionally, industrial robots have 
been deployed in jobs that require little 
decision-making. They typically perform the 
same task repetitively and have little ability 
to adapt to new situations. Providing robots 
with more human-like flexibility to adapt 
to dynamic or uncertain environments is 

a classic problem for robotics researchers. 
Many cognitive models exist to describe 
this problem, but they all share common 
elements of perceiving the environment and 
using this data, combined with prior knowl-
edge, to plan an action.

Recently, there has been a dramatic 
shift in the use of 3-D sensing techniques to 
provide better context for robotic decision-
making. Computing power has progressed to 
make real-time stereo imaging practical, and 
the console gaming industry has provided 
a revolutionary 3-D sensing capability with 

Clay Flannigan is manager of the Robotics and Automation Engineering Section within the 
Automation and Data Systems Division. His areas of expertise include machine design,  
robotics, control software and sensing systems. His section specializes in robotics, con-
trols, computer perception and general automation hardware for a variety of industries.

D
01

91
15

-7
33

9



Technology Today  •  Summer 2013 15

the Microsoft Kinect® sensor. These 
sensing solutions combine high 
resolution, color and 3-D views of 
the robot’s workspace, permitting 
the development of new algorithms 
to locate and identify objects within 
that space.

Using novel 3-D data analysis 
algorithms, the SwRI team recently 
developed techniques for object 
recognition in cluttered scenes. This 
enables robots to perform material 
handling tasks without need for 
dedicated tooling or fixtures. Such 
techniques enable robots to pick 
randomly oriented parts from bins 
or boxes and then insert them into a 
subassembly. In addition, sortation 
of highly varied parts is a common 
need for applications like mail han-
dling or waste recycling facilities.

The SwRI-developed techniques com-
bine digital models, built using prior knowl-
edge of the parts, and various matching 
algorithms to identify the parts in the robot’s 
field of view. In some cases, machine-
learning algorithms are employed to “teach” 
the robot what a particular object looks like. 
Once a hypothesis for an object is generated 
from the sensor data, a pose estimate is cre-
ated. This pose information is then provided 
to the planning algorithms to create robot 
arm trajectories and grasp strategies.

Giving robots mobility

Most industrial robot installations are 
permanently bolted in place with cages sur-
rounding them, excluding human interac-
tion with the robot. In such a paradigm, 
the parts must be brought to the tool, 
rather than the tool to the parts. For many 

industries, such as those that use assembly 
lines, this is the preferred approach. How-
ever, there are situations where it is prefer-
able to bring the tool to the workpiece.

In aerospace manufacturing, for 
example, it is often easier to move the 
manufacturing process rather than the part 
due to the size of most commercial aircraft. 
SwRI has a long history of developing large 
robots for use in aerospace coating removal 
processes, but to date, the robots have been 
limited to relatively small aircraft such as 
fighter jets. For larger aircraft, such as com-
mercial airliners, mobile robotic systems 
may be more cost-effective and flexible than 
the traditional fixed or tracked systems.

SwRI engineers recently demonstrated 
the ability to integrate a commercially avail-
able off-the-shelf (COTS) robotic manipula-
tor onto a COTS mobile base to increase 
the effective workspace of the robot by a 

factor of 10 or more. This system, called 
MR ROAM (Metrology Referenced Roving 
Accurate Manipulator) uses a high-accuracy 
metrology system to locate the mobile 
system to sub-millimeter accuracy in work 
volumes of more than 500 square meters. 
The SwRI team developed specialized con-
trol strategies to permit coordinated motion 
of the mobile base with the manipulator, 
thereby providing the capabilities of a much 
larger robot. In addition to larger scales, MR 
ROAM technologies can be more flexible 
because the mobile base does not require 
significant facility modifications for tracks or 
dedicated work cells. 

 
Human factors in robot interaction

Robot mobility and the manipulation 
of objects in unstructured environments are 
two capabilities that set the stage for robotic 

SwRI has developed methods that permit robots 
to pick objects from cluttered piles or bins (left), 
recognize those objects based on their shape, and 
sort them (below).
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systems to operate openly in the “human” 
environments found in most factories. How-
ever, such a future vision is only possible 
if it can be done safely. There is significant 
activity in the robotics community and at 
SwRI to address these issues. Recently, the 
Robotics Industries Association (RIA), which 
is responsible for robotics safety standards 
in the U.S., ratified an updated ANSI/RIA 
R15.06-2012 standard. For the first time, 
this standard outlines situations where 
people may work collaboratively with 
industrial robots.

SwRI engineers also have been per-
forming enabling research in the area of 
human tracking and behavior monitoring. 
Effective collaboration between machines 
and people requires that the machines be 
able to detect human presence and actions. 
For the former, SwRI collaborated with the 
National Institute of Standards and Technol-
ogy (NIST) to develop a 3-D sensor-based 
capability to detect humans and track 
them in typical manufacturing environ-
ments. NIST is using this system to develop 
measurement methods and standards for 
incorporating human tracking systems onto 
machines like automated guided vehicles 

(AGV), forklifts and mobile manipulators.
In addition to knowing the location and 

velocity of a person in a robotic workspace, 
often one would like to recognize specific 
actions so the machines can respond appro-
priately. For example, if a person holds 
up a tool in a certain posture, the robot 
might respond by grasping the tool and 
taking it from the person. SwRI engineers 
are working on machine learning methods 

that enable robots to visually detect such 
classes of actions. These methods extract 
a kinematic “skeleton” model of the 
person from a 3-D image. By tracking this 
skeleton over time, SwRI’s methods are 
able to classify certain repeated motion 
sequences as specific actions to which the 
robot can then react in a more meaning-
ful, or safer, manner.

SwRI engineers devel-
oped a system to detect 

and track humans in 
manufacturing environ-

ments, even in the 
presence of occlusions or 

variations in the human 
pose. The system uses 

color and 3-D images like 
those shown at right and 
learns the “signature,” or 
visible characteristics, of 
individuals in real time so 
that they can be uniquely 

tracked through  
the field of view.

For more than 20 years, SwRI has been developing large 
robotic systems for aerospace coatings applications such as 
the robotic depaint system designed to maintain the U.S. Air 
Force’s fleet of F-15 fighter jets. Current research has demon-
strated that for some applications, a mobile solution can be 
less costly and more flexible.
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An open software framework

In 2010, version 1.0 of the Robot Operat-
ing System (ROS) was made publically avail-
able. ROS is an open-source software frame-
work for developing robotic systems. Since 
then, it has become the predominant platform 
for robotics research used by many academic 
research labs, especially for mobile and service 
robotics. Stewardship of ROS was initially 
provided by Willow Garage, a private technol-
ogy startup, but has recently transitioned to the 
Open Source Robotics Foundation (OSRF). 

ROS provides a flexible architecture with 
advanced capabilities not found in most indus-
trial robot controller solutions. In addition, it 
has a large community of developers who use 
it for a huge range of applications. Because of 
the potential value of integrating the capabili-
ties of ROS more closely with industrial robots, 
SwRI invested internal research funding for a 
visiting researcher position at Willow Garage. 
Over the next four months SwRI created the 
foundation of ROS-Industrial, an open-source 
extension of ROS that focuses on the needs 
of manufacturers and industrial robot users. It 
includes software packages for things such as 
low-level drivers for various robots and their 
ancillary equipment. It also has high-level 
functionality for capabilities, such as path plan-
ning, that are unique to industrial problems.

In its first year the ROS-Industrial project 
has attracted dozens of developers worldwide 
and gained support from several major robot 
vendors. End users are beginning to develop 
production systems using the software, and 
the ROS-Industrial consortium has formed to 
provide a roadmap to continue to foster the 
project. ROS-Industrial provides an important 

link between the robotics research com-
munity and end users, and SwRI is con-
tributing many of the technologies it has 
developed back to the project. In doing 
so, there is a clear path to commercial 
adoption for these advanced capabilities.

Future vision

The combination of technologies for 
advanced perception, planning, mobility 
and human interaction within an open 
software framework is poised to acceler-
ate the adoption of robotics in new man-
ufacturing areas. Industries that tradition-
ally have been difficult to automate are 

seeing rapid advances, and the ability for 
workers to interact with machines could 
improve productivity dramatically. Just 
as the early robotic systems were rapidly 
adopted for repetitive tasks in automated 
manufacturing, the next decade will wit-
ness a similar revolution in robots used for 
repetitive tasks where more flexibility and 
better decision-making are required.

Questions about this article?  
Contact Flannigan at (210) 522-6805 or  
clay.flannigan@swri.org.

To recognize human actions, the SwRI-
developed system tracks gross motions 
using skeleton models. A machine learning 
system, which has prior knowledge about 
different types of actions, can then classify 
the motion by type.

SwRI started the ROS-Industrial open source project to build an international 
community around the use of the advanced, open-source Robot Operating System 
(ROS) for industrial applications.
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TECHNICS
Brief notes about the 
world of science and 

technology at Southwest 
Research Institute

SwRI receives $1.5 million for thin-film 
deposition technology development

Work is under way at Southwest 
Research Institute (SwRI) on a $1.5 mil-
lion, three-year project awarded by the 
Defense Advanced Research Projects 
Agency to develop novel technologies for 
depositing thin films.

The contract award is under DARPA’s 
Local Control (LoCo) of Materials Syn-
thesis program, which is investigating 
non-thermal approaches for depositing 
thin-film coatings onto the surfaces of a 
variety of materials. The objective of the 
program is to overcome the reliance on 
high-thermal energy input by examining 
the process of thin-film deposition at the 

IBEX spacecraft images reveal unexpected  
heliotail structure

NASA’s Interstellar Boundary Explorer (IBEX) space-
craft recently provided the first complete pictures of the 
solar system’s downwind region, revealing a unique and 
unexpected structure.

Researchers have long theorized that, like a comet, a 
“tail” trails the heliosphere, the giant bubble in which our 
solar system resides, as the heliosphere moves through 
interstellar space. The first IBEX images released in 2009 
showed an unexpected ribbon of surprisingly high ener-
getic neutral atom (ENA) emissions circling the upwind 
side of the solar system. With the collection of additional 
ENAs over the first year of observations, a structure domi-
nated by lower energy ENAs emerged, which was pre-
liminarily identified as the heliotail. However, it was quite 
small and appeared to be offset from the downwind  
direction, possibly because of interactions from the  
galaxy’s external magnetic field.

As the next two years of IBEX data filled in the  
observational hole in the downwind direction, research-
ers found a second tail region to the side of the previ-
ously identified one. The IBEX team reoriented the IBEX 
maps and two similar, low-energy ENA structures became 
clearly visible straddling the downwind direction of the 
heliosphere, indicating structures that better resemble 
“lobes” than a single unified tail.

 “It may well be that these are separate structures bent back toward the downwind direction. However, we can’t say that for 
certain with the data we have today,” said Dr. Dave McComas, IBEX principal investigator and assistant vice president of the Space 
Science and Engineering Division at Southwest Research Institute.

The paper, “The Heliotail Revealed by IBEX,” by D.J. McComas, M.A. Dayeh, H.O. Funsten, G. Livadiotis, and N.A. Schwadron, 
was published July 10, 2013 in the Astrophysical Journal.

IBEX is part of NASA’s series of low-cost, rapidly developed Small Explorer space missions. Southwest Research Institute in San 
Antonio leads the IBEX mission with teams of national and international partners. NASA’s Goddard Space Flight Center in Green-
belt, Md., manages the Explorers Program for NASA’s Science Mission Directorate in Washington.

Contact McComas at (210) 522-5983 or david.mccomas@swri.org.

and a new range of coating-substrate 
pairings to improve the surface proper-
ties of materials used in a wide range of 
defense technologies including  
rotor blades, infrared missile domes 
and photovoltaics, among others. 

 “Drawing from our experience in 
developing novel plasma technologies 
and thin-film deposition processes, we 
are focusing on the thin-film deposi-
tion process component of reactant 
flux,” said Dr. Vicky Poenitzsch, a senior 
research scientist in SwRI’s Materials 
Engineering Department and manager 
of the DARPA project.

Contact Poenitzsch at (210) 522-3755 or 
vicky.poenitzsch@swri.org. 

molecular component level in areas 
such as reactant flux, surface mobility 
and reaction energy, among others. 

Many current high-temperature 
deposition processes cannot be used 
on military vehicles and other equip-
ment because they exceed the tem-
perature limit of the material. The LoCo 
program will attempt to create new, 
low-temperature deposition processes 
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Moon radiation findings may reduce health  
risks to astronauts

Space scientists from the University of New 
Hampshire (UNH) and Southwest Research Institute 
(SwRI) report that data gathered by NASA’s Lunar  
Reconnaissance Orbiter (LRO) show that lighter mate-
rials like plastics provide effective shielding against the 
radiation hazards faced by astronauts during extended 
space travel. The finding could help reduce health 
risks to humans on future missions into deep space.

Aluminum has always been the primary material 
in spacecraft construction, but it provides relatively 
little protection against high-energy cosmic rays and 
can add so much mass to spacecraft that they become 
cost-prohibitive to launch.

The scientists have published their findings online 
in the American Geophysical Union journal Space 
Weather. Titled “Measurements of Galactic Cosmic 
Ray Shielding with the CRaTER Instrument,“ the work 
is based on observations made by the Cosmic Ray 
Telescope for the Effects of Radiation (CRaTER) on 
board the LRO spacecraft. Lead author of the paper 
is Cary Zeitlin of the SwRI Earth, Oceans, and Space 
Department at UNH. Co-author Nathan Schwadron of 
the UNH Institute for the Study of Earth, Oceans, and 
Space is the principal investigator for CRaTER.

Says Zeitlin,  “This is the first study using observa-
tions from space to confirm what has been thought for 
some time — that plastics and other lightweight  
materials are pound-for-pound more effective for 

SwRI recognized for developing con- 
nected commercial vehicle technology

Southwest Research Institute (SwRI) 
played a key role in a project recognized 
by the Intelligent Transportation Society 
of New York (ITS-NY) to advance nation-
al connected vehicle policy.

The Commercial Vehicle Infrastruc-
ture Integration Project (CVII) was the 
first significant national effort to inte-
grate connected vehicle technology into 
large trucks and maintenance vehicles 
and to develop applications and func-
tionalities specifically for commercial ve-
hicle operations. ITS-NY recognized it as 
the Project of the Year at its 20th Annual 
Meeting and Technology Exhibition June 
13–14 in Saratoga Springs, N.Y. Led by 
the New York State Department of Trans-
portation, the project team included the 
I-95 Corridor Coalition, Volvo Group, 
SwRI, Kapsch and the Federal Highway 
Administration.

shielding against cosmic radiation than aluminum. Shielding can’t en-
tirely solve the radiation exposure problem in deep space, but there 
are clear differences in effectiveness of different materials.”

The NASA Goddard Space Flight Center in Greenbelt, Md., devel-
oped and manages the LRO mission. LRO’s current science mission is 
implemented for NASA’s Science Mission Directorate. NASA’s Explo-
ration Systems Mission Directorate sponsored LRO’s initial one-year 
exploration mission that concluded in September 2010.

Contact Zeitlin at (303) 546-9670 or cary.zeitlin@swri.org.

The project represents a milestone ef-
fort to advance national connected vehicle 
concepts by including the heavy vehicle in-
dustry as key stakeholders and users of the 
new technology. SwRI led the team’s efforts 
in software application development for 

on-board equipment. These applications 
utilize 5.9 GHz Dedicated Short Range 
Communications (DSRC) to exchange 
data between the commercial vehicle, 
infrastructure and other commercial, 
passenger and maintenance vehicles to 
enable a cooperative system of intelligent 
vehicles.

 “This project is the first of its kind 
to develop and test connected vehicle 
technology in commercial vehicles,” said 
Michael Brown, a staff engineer in SwRI’s 
Automation and Data Systems Division.  
“SwRI developed the capability for main-
tenance vehicles to alert commercial  
vehicles,” said Brown.  “We also devel-
oped vehicle-to-vehicle applications, 
including blind-spot warnings, hard-
braking events, tailgate warnings, and 
unsafe-to-merge/pass scenarios, as well 
as a railroad crossing warning system.”

Contact Brown at (210) 522-3104 or  
michael.brown@swri.org.
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to Current Instrument Development.” Paper 
presented at the 37th International Symposium 
on Capillary Chromatography and the 10th 
International GC×GC Symposium, Palm 
Springs, Calif., May 2013.

Libardoni, M., T. Brockwell and J.H. Waite 
Jr. “The Mass Spectrometer for Planetary 
Exploration (MASPEX).” Paper presented at the 
10th International Planetary Probe Workshop, 
San Jose, Calif., June 2013.

Loomis, J. “Hack or be Hacked.” Paper 
presented at the Design West 2013 
Conference, San Jose, Calif., April 2013.

Loomis, J. and N. Jeirath. “Risk Management 
and Threat Assessments.” Paper presented at 
the North American Energy Standards Board 
(NAESB) Executive Lunch Meeting, Houston, 
May 2013.

Mabey, G. “Multi-dimensional Numeric 
Processing with Qt.” Paper presented at Qt 
Developer Days, San Jose, Calif., December 
2012.

Mason, G.M., M.I. Desai, R.W. Ebert and 
G. Li. “Particle Acceleration and Sources 
in Corotating Interaction Regions.” Paper 
presented at the Solar, Heliospheric and 
Interplanetary Environment (SHINE) 
Workshop, Lake Lanier, Ga., June 2013.

Mathur, A., R. Kasetty, J. Oxley and J. Mendez. 
“Using Encapsulated Phase Change Salts for 
Baseload Concentrated Solar Power Plant.” 
Paper presented at the SunShot Concentrating 
Solar Power Program Review, Phoenix, April 
2013.

McClung, R.C., Y.D. Lee and J.W. Cardinal. “The 
Pursuit of K Reflections on the Current State-
of-the-Art in Stress Intensity Factor Solutions 
for Practical Aerospace Applications.” 
Paper presented at the 27th Symposium of 
International Committee on Aeronautical 
Fatigue and Structural Integrity, Jerusalem, 
June 2013.

McComas, D.J. “Recent Results from IBEX ENA 
and Direct Interstellar Neutral Observations 

and Implications for the Outer Heliosphere.” 
Paper presented at the 2013 EGU General 
Assembly, Vienna, Austria, April 2013.

McGovern, P.J. and M.R. Kirchoff. “Copious 
Volcanism on a Compression-dominated 
Planet? Insights into Magma Ascent and 
Mountain Building on Io from Numerical 
Modeling.” Paper presented at the 44th 
American Astronomical Society DPS Meeting, 
Reno, Nev., October 2012.

McKenna-Lawlor, S., E. Kallio, R.A. Frahm, 
M. Alho, R. Jarvinen, S. Dyadechkin, C. S. 
Wedlund, T.L. Zhang and G.A. Collinson. 
“High Energy Particles and Mars and Venus: 
Phobos-2, Mars Express and Venus Express 
Observations and their Interpretation by 
Hybrid Model Simulations.” Paper presented 
at the 2013 EGU General Assembly, Vienna, 
Austria, April 2013.

Mitchem, S. “The Aggregation of Electric 
Vehicles for DC Fast Charging in V2G/G2V 
Applications.” Paper presented at the SAE 
World Congress 2013, Detroit, April 2013.

Mitchem, S. “Smart Grid Research 
Opportunities for Today and Tomorrow.” Paper 
presented at The University of Texas at San 
Antonio College of Engineering 7th Annual 
Student Conference, San Antonio, April 2013.

Moody, J.P., W. Liang and M.P. Enright. 
“An Optimal Automated Zone Allocation 
Approach for Risk Assessment of Gas Turbine 
Engine Components.” Paper presented at the 
58th ASME International Gas Turbine and 
Aeroengine Technical Congress, San Antonio, 
June 2013.

Moore, J.J., K. Brun, P.C. Bueno, C. Kalra, D. 
Hofer and J. Davis. “Development of a High 
Efficiency Hot Gas Turbo-Expander and Low 
Cost Heat Exchangers for Optimized CSP 
Supercritical-CO2 Operation.” Paper presented 
at the SunShot Concentrating Solar Power 
Program Review, Phoenix, April 2013.

Musgrove, G.O., A.M. Rimpel and J.C. Wilkes. 
“Tutorial: Applications of Supercritical CO2 
Power Cycles: Fundamentals and Design 
Considerations.” Presented at the ASME 
Turbo Expo – Land, Sea and Air – International 
Gas Turbine and Aeroengine Congress and 
Exhibition, San Antonio, June 2013.

Musgrove, G.O., S. Sullivan, C. Pittaway and 
D. Shiferaw. “Tutorial: Heat Exchangers for 
Supercritical CO2 Power Cycle Applications.” 
Presented at the ASME Turbo Expo – Land, 
Sea and Air – International Gas Turbine and 
Aeroengine Congress and Exhibition, San 
Antonio, June 2013.
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Constellation.” Paper presented at the 2013 
IEEE Aerospace Conference, Big Sky, Mont., 
March 2013.

Rose, R., C. Ruf, M. Brummitt and D. Rose. 
“The CYGNSS Flight Segment; A Major 
NASA Science Mission Enabled by NanoSat 
Technology.” Paper presented at the 2013 IEEE 
Aerospace Conference, Big Sky, Mont., March 
2013.

Roth, L., J. Saur,  K. Retherford, P. Feldman, 
D. Strobel, M. McGrath and F. Nimmo. 
“New HST Space Telescope Imaging 
Spectrograph Observations of Europa’s UV 
Aurora Morphology.” Paper presented at 
the Magnetospheres of the Outer Planets 
(MOP) Meeting, Athens, Greece, July 2013.

Saul, L., P. Wurz, D.J. McComas, D. Rodriguez, 
S. Fuselier, H. Kucharek and E. Moebius. “The 
Heliosphere and the Interstellar Medium — 
New Discoveries from IBEX.” Paper presented 
at the 2013 EGU General Assembly, Vienna, 
Austria, April 2013.

Sharp, C. “About PM2.5, Impact of Euro VI/6 PN 
Regulations.” Paper presented at the Emissions 
Technology Symposium, Shanghai, China, May 
2013.

Sharp, C. “Overview of Heavy-duty Emission 
Regulations and Their Impact on Emission 
Control Technologies.” Paper presented at the 
Emissions Technology Symposium, Shanghai, 
China, May 2013.

Sharp, C. “SCR Control Technologies.” Paper 
presented at the Emissions Technology 
Symposium, Shanghai, China, May 2013.

Sharp, C. “US2010, Euro VI and Tier 4 
Aftertreatment System Integration.” Paper 
presented at the Emissions Technology 
Symposium, Shanghai, China, May 2013.

Smith, I.S., M. Fortenberry, J. Noll and W. Perry. 
“Stratospheric Airship Design Sensitivity.” 
Paper presented at the 39th COSPAR Scientific 
Assembly, Mysore, India, July 2012.

Stillman, D.E., R.E. Grimm, T.I. Michaels and 
K.P. Harrison. “Formation of Recurring Slope 
Lineae (RSL) by Freshwater Discharge of 
Melted Cold Traps.” Paper presented at the 
44th Lunar and Planetary Sciences Conference 
Meeting, The Woodlands, Texas, March 2013.

Thacker, B.H. “Concepts of Model Verification 
and Validation and the Role of Uncertainty 
Quantification.” Paper presented at the ASME 
Turbo Expo – Land, Sea and Air – International 
Gas Turbine and Aeroengine Congress and 
Exhibition, San Antonio, June 2013.

Necsoiu, M., I. Armas and D. Gheorghe. 
“Detecting Ground Deformation in Bucharest, 
Romania, using High-resolution Multitemporal 
InSAR and TerraSAR-X Data.” Paper presented 
at the 5th TerraSAR-X Science Team Meeting, 
DLR Oberpfaffenhofen, Germany, June 2013.

Neely, G., J. Sarlashkar and D. Metha. “Diesel 
Cold-start Emission Control Research for 2015-
2025 LEV III Emissions.” Paper presented at the 
SAE World Congress 2013, Detroit, April 2013. 

Nicolaou, G., D.J. McComas, F. Bagenal and 
H.A. Elliott. “Fluid Properties of Plasma Ions 
in the Distant Jovian Magnetotail as Derived 
from New Horizon’s Solar Wind Around Pluto 
(SWAP) Instrument Data.” Paper presented 
at the Magnetospheres of the Outer Planets 
(MOP) Meeting, Athens, Greece, July 2013.

Nicolaou, G., D.J. McComas, F. Bagenal, 
H.A. Elliott and R.W. Ebert. “Jupiter’s Distant 
Magnetotail Explored by New Horizons’ Solar 
Wind Around Pluto (SWAP) Instrument.” Paper 
presented at the AGU Chapman Conference 
on the Fundamental Properties and Processes 
of Magnetotails, Reykjavik, Iceland, March 
2013.

Ofoegbu, G., B. Dasgupta, C. Manepally, H. 
Başağaoğlu and R. Fedors. “DECOVALEX-2015 
Task B1 Step 1A: Modeling HE-D Test.” Paper 
presented at the D-2015 3rd Workshop, Jeju 
Island, South Korea, April 2013.

Oxley, J. “Encapsulation Applications: 
Perspectives and Future.” Paper presented at 
the 16th Industrial Symposium and 7th Trade 
Fair on Microencapsulation, Madison, Wis., 
June 2013.

Peterson, J.G., E. Birath, B. Carcich and A. 
Harch. “Closing the Uplink/Downlink Loop 
on the New Horizons Mission to Pluto.” 
Paper presented at the 2013 IEEE Aerospace 
Conference, Big Sky, Mont., March 2013.

Pogorelov, N.V., J. Heerikhuisen, S. Borovikov, 
R.W. Ebert, S.T. Suess and G.P. Zank. “Solar 
Cycle Effects on the Heliospheric Interface and 
Related Energetic Neutral Atom Production.” 
Paper presented at the AGU Meeting of the 
Americas, Cancun, Mexico, May 2013.

Popelar, C.F. “The ASME V&V40 Subcommittee 
and Guide.” Paper presented at the FDA/NIH/
NSF 5th Computer Models and Validation for 
Medical Devices Workshop, Silver Spring, Md., 
June 2013.

Puchot, A.R., A.C. Cobb, C.E. Duffer and 
G.M. Light. “Use of MsS Technology with 
Data Imaging to Inspect Large Diameter Tank 

Bottom Floors.” Paper presented at the ASNT 
Spring 2013 Conference, Memphis, Tenn., 
March 2013.

Putzig, N.E. “3-D Radar Imaging of the Martian 
Polar Caps.” Keynote address for Mars and 
Beyond Session, Crossroads Conference, 
Indiana University Department of Geology, 
Bloomington, Ind., April 2013.

Putzig, N.E. “3-D Imaging of the Polar Caps of 
Mars with SHARAD.” Paper presented at the 
seminar on the Exploration of Mars with the 
MARSIS and SHARAD Italian Radars, DIET, 
Sapienza, Università di Roma, Rome, May 2013.

Quiroz, C., S. Dykes, P. Wood and A. Bertrand. 
“OPNET Modeler® Co-simulation for Modeling 
SpaceWire Plug-and-Play Protocols.” Paper 
presented at the International SpaceWire 
Conference 2013, Gothenburg, Sweden, June 
2013.

Ragsdale, G. “Smart Grid Embedded Cyber 
Security: Ensuring Cyber Security While 
Promoting Interoperability.” Paper presented 
at the IEEE Computer Society Meeting, San 
Antonio, March 2013.

Reinhart, T. “Impact of Fuel Economy and CO2 
Emissions Regulations.” Paper presented at the 
Emissions Technology Symposium, Shanghai, 
China, May 2013.

Retherford, K.D., T.K. Greathouse, G.R. 
Gladstone, D.M. Hurley, J.W. Parker, D.E. 
Kaufmann, M.H. Versteeg, S.A. Stern, P.D. 
Feldman, W.R. Pryor, H.B. Throop and A.R. 
Hendrix. “Lunar Reconnaissance Orbiter 
(LRO) Lyman Alpha Mapping Project (LAMP) 
Observations of the Gravity Recovery 
and Interior Laboratory (GRAIL) Impacts.” 
Paper presented at the 44th Lunar and 
Planetary Sciences Conference Meeting, The 
Woodlands, Texas, March 2013.

Robbins, S., I. Antonenko, C.R. Chapman, C.I. 
Fassett, R. Herrick, K. Singer, M. Zanetti and C. 
Lehan. “The Variability of Crater Identification 
Among Expert Crater Analysts.” Paper 
presented at the NASA Lunar Science Institute 
Meeting, Virtual Meeting, July 2013.

Rose, D., R. Klar, R. Panneton and P. Smith. 
“MMS Burst System: Co-operative Flight-
ground Operations to Maximize Burst System 
Science Data Return.” Paper presented at the 
2013 IEEE Aerospace Conference, Big Sky, 
Mont., March 2013.

Rose, D., C. Ruf and M. Vincent. “Cyclone 
Global Navigation Satellite System 
(CYGNSS) Ground Segment: Innovative 
Operations Concepts to Support a MicroSat 
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Thacker, B.H. and T.L. Paez. “A Simple 
Probabilistic Validation Metric for the 
Comparison of Uncertain Model and Test 
Results.” Paper presented at the ASME 
Verification and Validation Symposium, Las 
Vegas, May 2013.

Valek, P.W., M.A. Dayeh, J. Goldstein, J.M. Jahn 
and D.J. McComas. “Simultaneous Van Allen 
Probes, TWINS and IBEX Observations of the 
14 November 2012 Storm.” Paper presented 
at the 2013 AGU Meeting of the Americas, 
Cancun, Mexico, May 2013.

Valek, P.W., R. Ilie, J. Goldstein, D.J. McComas 
and J.D. Perez. “Observations of Medium 
Energy O and H ENAs During Storm Time and 
Recovery.” Paper presented at the 2013 AGU 
Meeting of the Americas, Cancun, Mexico, 
May 2013.

Van Velsor, J., S. Owens, J.L. Rose, S.A. 
Vinogradov and G.M. Light. “Real-time Phased 
Array Guided Wave Focusing in Pipe with 
Magnetostrictive Actuators.” Paper presented 
at the ASNT Spring 2013 Conference, 
Memphis, Tenn., March 2013.

Vinogradov, S.A. and H. Kwun. “Use of MsS 
Probes on 500°C Piping.” Paper presented at 
the ASNT Spring 2013 Conference, Memphis, 
Tenn., March 2013.

Warnock, S., E. Flores and H. Lai. “Tools to 
Maximize Residuum Conversion.” Paper 
presented at the 2013 American Institute of 
Chemical Engineers (AICHE) Spring Meeting 
and 9th Global Congress on Process Safety, 
San Antonio, May 2013.

Webb, C. “Aftertreatment System Testing and 
Evaluation.” Paper presented at the Emissions 
Technology Symposium, Shanghai, China, May 
2013.

Webb, C. “Hybrid Electric Exhaust Energy 
Augmentation for Improving Low Load 
Emissions System Operation.” Paper presented 
at the SAE LD Emissions Symposium, Detroit, 
January 2013.

Webb, C. “Overview of Light-duty Emissions 
Regulations and Control Technologies.” 
Paper presented at the Emissions Technology 
Symposium, Shanghai, China, May 2013.

Webb, C. “Overview of OBD Technologies.” 
Paper presented at the Emissions Technology 
Symposium, Shanghai, China, May 2013.

Webb, C. “Thermal Management to Reduce 
Emissions at Cold-start and Low-speed Urban 
Driving Conditions.” Paper presented at the 
Emissions Technology Symposium, Shanghai, 
China, May 2013.

Webb, C., P. Nagar and T. Szailor. 
“Comparison of SCR Catalyst Performance 
on RMC SET Emission Cycle between an 
Engine and a High Flow Burner Rig.” Paper 
presented at the SAE World Congress 2013, 
Detroit, April 2013.

Williamson, B. “Mil-53(Al) as a Sorbent for 
Large Volume Air-sampler for Chemical 
Warfare Agents.” Paper presented at the 2013 
CBRN Symposium at Air Force Institute of 
Technology, Wright-Patterson AFB, Ohio, 
April 2013.  

Withers, P., M. Matta, M. Lester, D. Andrews, 
N. Edberg, H. Nilsson, H. Opgenoorth, E. 
Dubinin, M. Fraenz, T. Howard, W. Kofman, L. 
Lei, R. Lillis, D. Morgan, M. Paetzold, K. Peter, 
A. Opitz, O. Witasse and J. Wild. “Variability 
Observed in the Topside Ionosphere of 
Mars During a Multi-instrument Campaign 
in March and April 2010.” Paper presented 
at the 2013 EGU General Assembly, Vienna, 
Austria, April 2013.

Zhan, R. “DPF Technologies.” Paper 
presented at the Emissions Technology 
Symposium, Shanghai, China, May 2013.

Zhan, R. “Real-world Emissions Control in 
Major Cities in China.” Paper presented 
at the Emissions Technology Symposium, 
Shanghai, China, May 2013.

Zhan, R. “SCR Chemistry and Catalysts.” 
Paper presented at the Emissions Technology 
Symposium, Shanghai, China, May 2013.

Internal Research
Funded January 1, 2013

Andrews, J., D. Rose, M. Vincent and J. 
Peterson. “Mission Operations Center 
Capability Development.”

Bailey, G. and M. Jones. “Development of 
Advanced Analysis of Aluminum Cylinder 
Heads.”

Blackstone, L. “Feasibility Study for Embedded 
Software Control of Flexible RF Filters.”

Boehme, K., A. Burmeister and B. Davis. 
“Wideband Wireless Capability on Small 
Tactical Platforms.”

Buie, M. “NEO Survey Simulator.”

Callahan, T. and J. Chiu. “Diesel and Natural 
Gas Dual Fuel Engine Operating Envelope.”

Fisher, B. and R. Logan. “High-Fidelity Physics-
Based Simulation of Construction Equipment.”

Gutierrez, G. and G. Rossini. “Applied CNS 
Formulations for Treatment of Chemical 
Warfare Threats and Traumatic Brain Injury.”

Hicks, F. and J. Pruitt. “Alternative Advanced 
Electronic Countermeasure Techniques.”

Lu, B. and S. Hudak. “Crack-Size Effect in 
Corrosion-Fatigue Crack Growth.”

Michell, R. and M. Samara. “Fostering 
International Collaborations for Auroral 
Imaging at the European Incoherent Scatter 
Radar Facilities.”

Mohanty, S. “Chemical-Based Tertiary Oil 
Recovery from Carbonate Rocks.”

Ogasawara, K., S. Livi and K. Coulter. 
“Fabrication and Characterization of a Single 
Crystal Diamond Detector for <300 keV 
Particles.”

Pruitt, J. and A. Fleischmann. “Practical 
Metamaterial Phase Shifter.”

Rivera, M., R. Garcia, J. Mitchell, G. Roach 
and J. Boehme. “Development of a Wireless 
Power Transfer Technique for Quick-Charging 
Inaccessible Electronic Devices.”

Schindhelm, E. “Design Study for a UV/
Optical/IR Telescope on the International 
Space Station.”
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Shoffner, B., S. Kouame, C. Ellis-Terrell, K. 
Coulter and T. Alger. “Investigation of an 
Oleophobic Coating Effect on Gasoline 
Direct-Injection (GDI) Engine Components 
to Reduce Carbon Deposits.”

Sturgeon, P. and R. Garcia. “Dynamic Real-
time Lane Modeling.”

Young, E. “Pre-Fight Demonstration of a 
Solid-State Motion Compensation Camera.”

Funded April 1, 2013

Allsup, C., C. Gomez and J. Nicho. “Robotic 
Handling of Unstructured Materials: Semi-
Random Component Pick and Place for 
Assembly.”

Barth, E. “Capability Development for a Titan 
Microphysics Model: Particle Shape and 
Cloud Composition.”

Bessee, G. “Investigation of the Rheology 
and Tribology Properties of Mono-Oleate as 
an Additive for SAE J1488-10 Emulsified Fuel-
Water Separation Test Method.”

Cheng, X., Q. Ni, T. Bredbenner and D. 
Nicolella. “A New Generation of Bone 
Cements/Grafts Based on Magnetic Calcium 
Phosphate Nanoparticles (MCaP NPs) Using 
a Magnetic Field-Triggered Polymerization 
Process.”

Chiang, K. “Development of Protective 
Coatings to Resist Type II Hot Corrosion.”

Patents

Cox, P.A., J. Mathis, M. Grimm and C. Weiss. 
“Design, Analysis and Instrumentation of a 
Full-Scale Reusable Landmine Test Rig.”

De Los Santos, A., D. Guerrero and M. 
Freeman. “Development of High Voltage 
Optocoupler for Space Applications.”

Dennis, G. “Characterization of a Low-Cost 
Radar/Radiometer as a Close-Range Blast 
Detection Sensor.”

Feng, M., C.K. Tan and D. Daruwalla. “High 
Octane Number Gasoline Production from 
Lignin.”

Fisher, J. “EDAS-MS Upgrade and 
Demonstration Preparation.”

Grimm, R. and D. Stillman. “Field Tests for 
the Geophysical Detection of Subsurface 
Ice.”

Gutierrez, G. and G. Rossini. “Development 
of Novel Formulations of Cholesterol-
Lowering Drug to Treat Ischemia 
Reperfusion Injury.”

Koets, M. and C. Sauer. “Automatically 
Generated Verilog for FPGAs in Radiation 
Environments.”

Nicolella, D., T. Eliason and T. Bredbenner. 
“Development of a Dynamic Finite Element 
Model of the Temporomandibular Joint 
(TMJ) and Study of Joint Mechanics.”

Baker, C.K., B. Furman, J. Kampa and  
C. Tiftickjian. “Electrophoretic Deposition of 
Adsorbent Media.” U.S. Patent No. 8,506,782. 
August 2013.

Chiang, K and L. Yang. “Corrosion Monitoring 
of Concrete Reinforcement Bars (or Other 
Buried Corrodable Structures) Using 
Distributed Node Electrodes.” U.S. Patent No. 
8,466,695. June 2013.

Curtis, J., G. McWilliams and K. Kozak. 
“Waypoint Splining for Autonomous Vehicle 
Following.” U.S. Patent No. 8,510,029.  
August 2013. 

Do, T., M. LeMay, G. Rasche and B. Abbott. 
“Hardware-implemented Hypervisor for Root-
of-Trust Monitoring and Control of Computer 
System.” U.S. Patent No. 8,458,791. June 2013.

Feng, M., F. Huang and R. Johnson. 
”Enhancements of Syngas Production in Coal 
Gasification with CO2 Conversion Under 
Plasma Conditions.” U.S. Patent No. 8,435,478. 
May 2013.

Feng, M. and C-K. Tan. “Continuous 
Production of Bioderived Esters via 
Supercritical Solvent Processing Using Solid 
Heterogeneous Catalysts.” U.S. Patent No. 
8,507,702. August 2013.

Huang, F., V. Gorokhovsky and K. Coulter. 
“Composition and Process for Manufacture 
of a High Temperature Carbon Dioxide 
Separation Membrane.” U.S. Patent No. 
8,454,732. June 2013.

Hvass, P. and M. McFadden. “Wide-angle 
Laser Signal Sensor Having a 360-degree Field 
of View in a Horizontal Plane and a Positive 
90-degree Field of View in a Vertical Plane.” 
U.S. Patent No. 8,466,406. June 2013.

Poduval, B. “Validating CSSS Model to 
Investigate Slow Solar Wind Origins.”

Poduval, B. and C. DeForest. “Development 
and Demonstration of Computer Vision 
Software for Solar Transient Events.”

Rigney, M., C. Lewis, M. Blanton and T. 
Whitney. “Control of Laser Coating Removal 
Process.”

Rincon, C., R. Wei, C. Bitsis and P. Lee. 
“Development and Characterization of Low 
Friction-Nanocomposite Films/Coatings for 
Piston Rings.”

Varner, D., J. Dickinson and M. Koets. 
“Investigation of Cognitive Radio 
Methodologies for SATCOM.”

Webb, C. “Simulation of Transient Engine 
Exhaust Gas Conditions Using R-FOCAS 
HGTR Burner System.”

Wyrick, D. and K. Smart. “Integrated 
Physical Analog and Numerical Modeling of 
Geologic Structures.” 

Young, L. “Innovative Pluto Observations.”

Young, L., M. Buie, C. Olkin and E. Young. 
“Multi-Level Modeling of Pluto’s Surface 
and Atmosphere.”

Zhan, R. and C. Webb. “Development of a 
Methodology to Generate OBD Threshold 
SCR Catalysts for Heavy-Duty Diesel 
Applications.”

Lanning, B., G. Light, S. Hudak Jr. and J. Moryl. 
“Systems and Methods for Flaw Detection 
and Monitoring at Elevated Temperatures 
with Wireless Communication Using Surface 
Embedded, Monolithically Integrated, Thin-
film, Magnetically Actuated Sensors, and 
Methods for Fabricating the Sensors.”   
U.S. Patent No. 8,486,545. July 2013.

Philips, A., M. Major and G. Bartlett. “Line 
Inspection Robot and System.” U.S. Patent No. 
8,505,461. August 2013.

Rothbauer, R. and C. Roberts Jr. “Piston 
Bowl with Spray Jet Targets.” U.S. Patent No. 
8,459,229. June 2013.

Waynick, J. “Lubricant Oils and Greases 
Containing Nanoparticle Additives.”  
U.S. Patent No. 8,507,415. August 2013.

Wei, R., C. Rincon and K. Coulter. “Methods 
of Forming Nanocomposites Containing 
Nanodiamond Particles by Vapor Deposition.” 
U.S. Patent No. 8,496,992. July 2013.
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Recent Features from Technology Today

Stress Management (Spring 2013)
David A. Ferrill, Ph.D., Alan P. Morris, 
Ph.D., Kevin J. Smart, Ph.D. and  
Ronald N. McGinnis
Structural geology and geomechanics 
are applied to energy exploration and 
production.

A Good Scout™ (Spring 2013)
James H. Nixon
An SwRI-developed tool enables signal 
analysts to scan an area’s radio spectrum 
and locate signal sources.

A Dazzling Development in Security  
(Spring 2013)
Joseph N. Mitchell
An SwRI-developed technology fends off 
intruders using an eye-safe laser.

A Moon-shot in the Dark (Spring 2013)
An SwRI-developed instrument observes 
mercury, other chemicals in the plumes of 
intentional lunar impacts by two spacecraft.  

Mars on Earth (Winter 2013)
Cynthia L. Dinwiddie, Ph.D.
The Great Kobuk Sand Dunes in Alaska provide an Earth analog for 
Martian geology.

Measuring the Radiation Environment on Mars (Winter 2013)
Donald M. Hassler, Ph.D.
An SwRI-led instrument is determining radiation hazards for future 
manned missions to Mars.

Fit for Service (Winter 2013)
Joseph Crouch and Curtis Sifford
SwRI engineers use a variety of techniques to ensure the integrity of 
pressure vessels and other structures.

Within ARMS Reach (Winter 2013)
Roland Benke, Ph.D.
An SwRI-developed technique enhances the capability of portable 
gamma ray imaging devices. 

• F-16 and Proven Aircraft/TCG World Wide  
Review, Ogden, Utah; September 9-13, 2013

• AUTOTESTCON, Schaumburg, Ill.; September 
16-19, 2013

• American School of Gas Measurement Technology 
(ASGMT), Houston; September 16-19, 2013

• Algae Biomass Summit, Orlando, Fla.; September 
30-October 3, 2013

• 42nd Turbomachinery Symposium and the 29th 
International Pump Users Symposium, Houston; 
September 30-October 3, 2013

• IMPACT Fall Manufacturing Summit, Boston; 
October 6-8, 2013

• Gas Machinery Conference, Albuquerque, N.M.; 
October 6-9, 2013

• IASH, Rhodes, Greece; October 6-10, 2013
• International Telemetering Conference/USA (ITC/

USA) 2013, Las Vegas; October 21-24, 2013
• Automotive Testing Expo 2013 North America, 

Novi, Mich.; October 22-24, 2013
• ASNT Annual Conference, Las Vegas; November 

4-7, 2013
• 2013 AAPS Annual Meeting and Exposition, San 

Antonio; November 10-14, 2013
• SupplySide West, Las Vegas; November 14-15, 

2013
• ASIP, Bonita Springs, Fla.; December 3-5, 2013
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